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Using both numerical simulations and exact expressions for the free energy and microcanonical entropy for
a modified Hamiltonian mean-field �HMF� model, we show that when two similar systems with the same
intensive parameters but with negative specific heat are weakly coupled, they undergo a process in which the
total entropy increases irreversibly. We find that the final equilibrium is such that two phases appear at a
temperature �equal in both systems� that is generally different from the initial temperature. We corroborate our
results using two different kinds of couplings between the HMF systems. We confirm that our results hold also
for the Ising model with long- and short-range interactions, which also has a parameter region with negative
specific heat in the microcanonical ensemble. Further, we show that we can couple each system having
negative specific heat to a third system that can be used as a thermometer, as long as this thermometer is small
enough not to drive the system out of the microcanonical ensemble. Therefore, we show an instance of
violation of the zeroth law of thermodynamics.
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I. INTRODUCTION

In recent years, small systems �1� �finite systems in which
the size is comparable to the range of the interactions be-
tween their constituents�, such as atomic clusters, and sys-
tems with long-range interactions, such as gravitational sys-
tems, have been studied extensively �2–8�. In particular, it
has been shown that these kinds of systems can show in-
equivalence between canonical and microcanonical en-
sembles �9–11�. Perhaps one of the most spectacular in-
stances of this inequivalence is that some of these systems
can have negative specific heat in the microcanonical en-
semble, at least in some energy interval. In spite of this, the
behavior of systems with negative specific heat per se has
not been as extensively studied �10,12–15�. From a general
point of view, such systems are expected to be unstable when
they are thermally coupled with the surrounding medium
�16�. However, in the microcanonical ensemble, the energy
changes that would accompany the instability are suppressed
and systems with negative specific heat are allowed. Never-
theless, strange phenomena can be expected to occur when
such systems interact with one another. For instance, in gen-
eral, if any two systems at different temperatures are placed
in thermal contact, then, according to Fourier’s law, energy
flows from the high-temperature system to the low-
temperature system. If this were the case, and if these sys-
tems have negative specific heat, then, as energy flows, the
initial temperature difference will increase instead of de-
creasing, inducing yet more energy to flow between the sys-
tems. Further, if the initial temperature difference is zero
between the systems, any random fluctuation inducing an
energy flow will cause a difference in the temperatures that
initiates the above process �this is, in essence, what is behind
the thermodynamical instability of such systems�. On the
other hand, if the two systems are identical and they have the
same values of all their intensive parameters, the zeroth law
of thermodynamics states that the systems will be in thermo-
dynamic equilibrium, which appears to be at odds with the

above discussion. Further, in a recent related work �15�,
Posch and Thirring studied a particle in a two-dimensional
billiard subjected to a gravitational field, which shows nega-
tive specific heat. When they coupled N such particles, two
phases emerged: some particles were condensed in the bot-
tom of the billiard and the others formed a gas far from the
bottom.

In this paper, we extend the results we presented in �17�;
we show by simulations and by using exact expressions for
the free energy and microcanonical entropy that when we
couple two systems with negative specific heat, a process
through which there is an irreversible increase in the total
entropy occurs and two phases appear in the combined sys-
tem. This irreversible process occurs even when all the in-
tensive quantities of the systems are the same �actually, it
occurs even when both systems are identical�. This indicates
that the equality of the intensive variables is not enough to
ensure that both systems are in stable equilibrium with one
another, in violation of the zeroth law. Moreover, we find that
the final temperature reached by the combined system can be
different from the initial temperature of the subsystems. We
verify these results in two different models: the generalized
Hamiltonian mean-field model �18� and the Ising model with
long- and short-range interactions. Moreover, we confirm the
violation of the zeroth law for these systems under various
physical setups; namely, we study two kinds of intersystems
coupling, and we also consider the interaction with a third
system �with positive specific heat, but small enough to pre-
vent large energy fluctuations that would drive the systems
out of the microcanonical scenario�, which should act as a
“thermometer.” Our results demonstrate that the fundamental
conclusions reported in �17� do not depend on the kind of
coupling between systems, and they suggest that violations
of the zeroth law can be expected for any systems with nega-
tive specific heat. Futhermore, we demonstrate that this oc-
curs even though we can equilibrate each system with a suit-
able �small� thermometer, to insure that the temperature of
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the systems is the same, before putting them in thermal con-
tact.

It is also worth mentioning that negative specific heat has
been measured experimentally in atomic clusters �19�.
Hence, in addition to the possible implications of our results
to the foundations of thermodynamics, the correct descrip-
tion of such systems is of practical interest.

II. THE HMF MODEL

As mentioned above, one model we consider is a gener-
alization of the Hamiltonian mean-field �HMF� model
�17,18�. This is a system of N classical XY rotors with phases
�i and pi its conjugate momentum, defined by the Hamil-
tonian

H = �
i=1

N
pi

2

2
+

J

2N
�
i,j=1

N

�1 − cos��i − � j�� − K�
i=1

N

cos��i+1 − �i� ,

�1�

where J�0 is a long-distance ferromagnetic coupling, and K
is the nearest-neighbor coupling, which can be either nega-
tive or positive. The rotors are placed on a one-dimensional
lattice with periodic boundary conditions. When K=0, Eq.
�1� is the classic HMF model, which is known to have a
second-order phase transition at the critical temperature Tc
=J /2 �20� in the canonical ensemble �though when K=0, the
canonical and microcanonical ensembles are actually equiva-
lent�. This phase transition is characterized by the behavior
of the order parameter given by the magnetization m,

m =
1

N
���

i=1

N

cos �i�2

+ ��
i=1

N

sin �i�2

. �2�

For K�0, it has been shown �18� that this system shows
inequivalence of ensembles for an interval of values of K.
Specifically, there exists a region in which this system shows
negative specific heat in the microcanonical ensemble
�which, of course, cannot happen in the canonical ensemble�.

The canonical equilibrium properties of this system are
determined by the free energy per particle f��� �18�, which is
given by

− �f��� = max
m
	1

2
ln

2�

�
+ ln ���m,�K� −

��1 + m2�
2


 ,

�3�

where we have set J=1, and ��z ,�� is the largest eigenvalue
of the operator,

�T̂	���� =� d�� exp	1

2
z�cos � + cos ���

+ � cos�� − ���
	���� . �4�

On the other hand, in the microcanonical ensemble the ther-
modynamic properties are given by the entropy per particle
s
, which is obtained from Eq. �3� by using the mean-field
formalism introduced in Ref. �11�,

s
��� = max
m

min
�
	�� +

1

2
ln

2�

�
+ ln ���m,�K�

−
��1 + m2�

2

 , �5�

where � is the energy per particle. We can obtain the canoni-
cal entropy sc from Eq. �3� by a Legendre transformation
with respect to �: sc���=�*�−�*f��*�, where �* is an ex-
tremum of ��−�f���. Since f��� is a concave function, then
�* is a minimum of the last expression. The resulting canoni-
cal entropy is obtained by interchanging maxmin conditions
in Eq. �5�. With this result, it is possible to show that s


�sc �11�. In Fig. 1, we show the caloric curves �canonical
and microcanonical� within the region of negative specific
heat using Eqs. �3� and �5� respectively.

Now, in order to test whether the zeroth law applies, we
need to couple two systems with negative specific heat. To
do this, we choose for the combined system the Hamiltonian
H=H1+H2+Hint, where H�=1,2� are the Hamiltonians of
each system, given by Eq. �1� with parameters �J

=1,K ,N�; and for Hint we consider two different kinds of
coupling: The first one is defined by

Hint
� = � �

i,j=1

Nint

�1 − cos��i
1 − � j

2�� , �6�

and the second is defined by

Hint
p = ��

i=1

Nint

pi
1pi

2, �7�

where ��i
 , pi

� are the phase and the momentum of rotor i of
system , ��0 is the inter-system coupling constant, and
Nint�N is the number of rotors that interact in both sys-
tems. The interaction �6�, which we will refer to as “phase
coupling,” is similar to that introduced in �21�. The interac-
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FIG. 1. �Color online� Caloric curves �T vs �� in the canonical
�black dashed line� and microcanonical �solid red curve� ensemble
for the model �1� obtained from the exact expressions �3� and �5�,
K=−0.178 �from �17��.
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tion �7� will be referred to as “momentum coupling” and was
studied in �17�.

III. NUMERICAL SIMULATIONS

We performed numerical simulations of the HMF system
using a fourth-order symplectic algorithm with a time step
0.1 �22�. With this step size the energy is preserved with a
precision of order of 10−7. We ran the simulations for an
initial time interval �eq to let each system reach equilibrium
without interaction �i.e., �=0�. Once both systems had
equilibrated, we increased the coupling linearly during a time
interval �a, after which it was maintained constant, at a value
��0.

We choose the parameters of the systems in the region
in which they exhibit negative specific heat, and first con-
sidered the case in which both systems have both the same
size, N1=N2, and the same energy, E1=E2. Thus, their in-
tensive parameters initially, before coupling, are of course
also the same: the energy per particle ���, magnetization �m�,
temperature �T�, and specific heat �c�. Note that in the
microcanonical case, the control parameter is the energy
of the system �E=N��, and it defines the value of the
other thermodynamic variables through the microcanon-
ical entropy �S
�E�=Ns
����: T���= �ds
��� /d��−1 and c���
=−�d2s
��� /d�2�−1�ds
��� /d��2. The magnetization m is de-
termined by � too, because the value of m is such that the
entropy, for every given value of �, is a maximum; therefore,
we can also write m=m���. Thus, by fixing � to identical
values for both systems, we have effectively fixed m, T, and
c to identical values in both systems as well.

In the simulations, we measured the instantaneous kinetic
temperature defined by: TK�t�=2EK�t� /N, where EK is the
total kinetic energy of the system. We verified that the time
average of the kinetic temperature, TK�t�, corresponds to the
thermodynamic temperature T. This was done by measuring
the momentum distribution, for which we found a Maxwell-
ian distribution with variance �=TK. The instantaneous
magnetization m�t� was measured by using the definition
above, Eq. �2�, using the configuration ��i�t� of the system
at times t.

First we studied the behavior of the combined system un-
der the effect of phase coupling �6�. In Fig. 2, we show the
temporal evolution of the kinetic temperature of each system.
There we can see that the systems reach the same final tem-
perature, but that this temperature has a slightly higher value
than the initial one. From Fig. 3, it is clear that in each
realization, the magnetization and the energy per particle of
each system do not stay at a well-defined stationary value.
Instead, these variables show large fluctuations that persist
over long periods of time. In the next section, we will argue
that the equilibrium state should be such that one system is in
a magnetized state and the other is in a state with zero mag-
netization, and the large fluctuations are due to large finite-
size effects.

Since the systems begin with the same intensive param-
eters, from thermodynamics we could have expected that
coupling the systems would not produce any noticeable ef-
fect; however, the simulations show that the systems actually

evolve to a state with different values of the intensive param-
eters.

We also studied the systems under momentum coupling
Hint

p , because the phase coupling Hint
� , in addition to permit-

ting an exchange of energy, may also induce an effect in
which one system, being magnetized, acts as an external field
over the other. For the Hint

p coupling, such effects do not
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FIG. 2. �Color online� Temporal evolution of the kinetic tem-
perature of system 1 �black curve� and system 2 �gray �red� curve�
using the phase coupling �6�. The curves were obtained by averag-
ing over a sliding time window spanning 200 points, each of which
was collected at 200 time-step intervals. The dashed line is the
microcanonical temperature obtained by using Eq. �5� for un-
coupled systems. The values of parameters are K1=K2=−0.178,
N1=N2=5000, �=0.1, Nint=10, �1

o=�2
o=0.555 97.
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FIG. 3. �Color online� Temporal evolution of energy density
�top� and magnetization �bottom� of system 1 �black curves� and
system 2 �gray �red� curves�. The curves were obtained by averag-
ing over a sliding time window. The values of parameters are the
same as those of Fig. 2.
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appear �17�. As we can see in Fig. 4, the behavior of the
magnetization and the energy density is similar to that of Fig.
3. However, the kinetic temperature shows a difference with
respect to the case with the phase coupling �6�. Whereas in
the phase coupled case there exists a small difference be-
tween the final and the initial temperature, in the case with
Hint

p we do not observe any temperature difference after the
systems are coupled. This can be understood because we can
associate a potential energy to the phase coupling �6� and,
after we switch on the interaction, the total potential energy
will decrease. Since the total energy is nearly constant �the
increment for the total energy density due to coupling was
�0.17%�, the total kinetic energy must increase. For the mo-
mentum coupling �7� we cannot associate a potential energy,
so that in this case we do not observe this temperature in-
crease.

It is important to mention that in the canonical ensemble,
for this value of K, the isolated systems show a first-order
phase transition, between a phase with zero magnetization
and a phase with magnetization m�0, and for these tem-
peratures the magnetization should be zero. This means that
the systems do not relax to the canonical equilibrium state
although the energy conservation constraint was removed for
each individual system �though not for the combined sys-
tem�. This is, of course, not entirely surprising, since the
standard derivation of the canonical ensemble only applies to
the case of a very small subsystem coupled weakly to a large
thermal bath. Only then, if the total system is in the micro-
canonical ensemble, is the subsystem in the canonical en-
semble. This clearly is not the case here. We show in the
following section what is to be expected on theoretical
grounds.

IV. MICROCANONICAL APPROACH

Even when we couple both systems, the combined system
is still isolated, and the total energy E=E1+E2+Eint is con-
stant. As we consider the coupling between the systems to be
weak, the interaction energy Eint can be neglected, and the
total energy can be approximated as the sum of the energies
of each individual system. Under these conditions, the total
entropy per particle can be written as

s��1,�2� =
1

2
�s
��1� + s
��2�� , �8�

with s
 given by Eq. �5� and the restriction �= ��1+�2� /2
=const �total energy conservation�. �1,2 are the energy den-
sities of each system and � is the energy density of the com-
bined system. We assume that the correct description is given
by the microcanonical entropy, although the energy conser-
vation constraint was removed for each individual system.
However, we also compute the total entropy using the ca-
nonical entropy for comparison. According to the second law
of thermodynamics, the parameters ��

1
* ,�

2
* ,m

1
* ,m

2
*� charac-

terizing the equilibrium state, will be such that the total en-
tropy will be maximum. Now, the total entropy per particle is
given explicitly by

s��� = max
�1

1

2
�s
��1� + s
�2� − �1�� = max

�1

s��,�1� , �9�

thus from this maximization problem we obtain the condition
T


1 ��
1
*�=T


2 �2�−�
1
*�, where �

1
* is the energy that maximizes

the total entropy and T

��� is the temperature of the system

.
Using Eqs. �5� and �9�, we can determine the equilibrium

values of magnetization, energy density, and temperature of
each system. If we use the parameters of the simulations and
solve the optimization problem numerically, we find that
equilibrium will occur with the following values for the ther-
modynamic variables: T


1 =T

2 =0.25, �

1
*=0.565 94, �

2
*

=0.546, m
1
*=0,m

2
*=0.32. For comparison, in the microca-

nonical case, the values of these parameters before the cou-
pling are �=0.555 97, T



* =0.25, and m*=0.23. We need to

mention that the identical values �within the precision used�
of temperatures before and after the coupling are only a co-
incidence: in general, as we will see later, we expect that
there exists a small difference between the temperatures of
the uncoupled systems and the temperature reached after
coupling them.

In Fig. 5 we show s�� ,�1� vs �1, microcanonical and ca-
nonical. For the microcanonical case there are two maxima.
Since both systems are identical, both systems can evolve to
either state with equal probability. Note that the total entropy
when both systems have the same energy is a minimum �it is
an unstable state�; this is a general result that can be proven
by using Eq. �8� and the restriction over the total energy, as
long as the specific heat of the systems is negative. The
maximum entropy is obtained if the systems have different
values of magnetization and energy density, i.e., two phases
appear. Thus, the total entropy is increased irreversibly when
these two systems, with the same intensive parameters and
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FIG. 4. �Color online� Temporal evolution of energy density
�top� and magnetization �bottom� of system 1 �black curves� and
system 2 �gray �red� curves�, using the momentum coupling Hint

p

�from �17��. The curves were obtained by averaging over a sliding
time window. The values of parameters are the same as those of
Fig. 2.
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with negative specific heat, are thermally coupled �that this
could occur was suggested in �12,13��. Note that weak cou-
pling is essential for this to occur: were we to couple all
particles of subsystem 1 with all particles of subsystem 2
with equal strength, we would, of course, have a single sys-
tem in the microcanonical ensemble, which would not break
up in two phases.

From these results we found that the temperature obtained
from the exact expression is close to the numerical value
measured from the simulations. It is important to mention
that the exact expressions were obtained in the limit N→�,
and small differences from those results can be expected.
Also, as we mentioned in the last section, the increment in
the temperature observed in the case when we used the phase
coupling Hint

� is not observed in the case of momentum cou-
pling since this is a mechanical effect induced by Hint

� , and it
will disappear in the limit N→�.

Let us now try to explain the observed behavior of the
magnetization and the internal energy per particle in terms of
the equilibrium model described above. As can be seen, these
quantities do not settle down to their equilibrium values, but
rather, they oscillate slowly as a function of time, whereas
the above calculations lead us to assume that each subsystem
will take one set of values for these parameters. What ap-
pears to be happening is that, over sufficiently long time
scales, spontaneous fluctuations in the subsystems, together
with the coupling, induce transitions in which each sub-
system passes from one of the phases to the other, i.e., the
full system jumps between the two degenerate equilibrium
states. We will see below that this behavior is compatible
with that expected in a process jumping over an appropriate
entropy barrier, thus the time intervals between successive
jumps diverge as N→�. Further, the subsystems do come
close to a state in which the value of the magnetization is
m=0.32, as predicted by our calculations. In this situation,
however, the magnetization of the other subsystem never ac-

tually reaches m=0 �though with the momentum coupling,
one of the systems approaches a value closer to zero than
with the phase coupling�. This can be understood as the
manifestation of a very strong finite-size effect, due to the
proximity of a second-order phase transition at �c�0.5633
in the microcanonical ensemble. The systems thus have a
large susceptibility for values of � close to �c. The corre-
sponding spontaneous fluctuations of the magnetization are,
as a consequence, quite large as well, which results in the
observed effect. For the case of phase coupling, an effective
magnetic field is created by the coupling, the effect of which
is enhanced by the large susceptibility. For the isolated sys-
tems, we found by simulations with different values of N that
the magnetization behaves as m�N−� with �� 1

4 for �
=0.566 and N�104 �23�. This is in good agreement with the
well-known fact that, at the critical point, the fluctuations of
the magnetization in the mean-field Ising model satisfy
�m2�=O�N−1/2�. For the case with Hint

� , we switched off the
interaction between systems when they are near their equi-
librium energies, after which the magnetization of one sys-
tem reached m�0.309, while the other relaxed to m
�0.095, a value similar to those obtained with Hint

p . Thus,
two phases appear in the combined system and the large
fluctuations appear to be due to finite-size effects.

We expect that the behavior of the systems studied above
depends only on the presence of a convex “dip” in the mi-
crocanonical entropy, and it could be observed in others sys-
tems with negative specific heat. To show that it is indeed a
general behavior, we apply this microcanonical approach to
the Ising model with long- and short-range interactions, de-
fined on a one-dimensional lattice with periodic boundary
conditions; the Hamiltonian is given by

H = −
K

2 �
i=1

N

�SiSi+1 − 1� −
J

2N
��

i=1

N

Si�2

, �10�

where the Si are spin variables taking the values �1. This
model also shows inequivalence of ensembles for an interval
of values of K �24�. We compute the total entropy for two
coupled identical systems in the region with negative specific
heat, which show the same characteristics as the systems
studied above.

In Fig. 6, we show s�� ,�1�, T

1 ��1�, T


2 �2�−�1� vs �1;
there we can see that there exists three different energies at
which T


1 =T

2 corresponding to the extrema of s�� ,�1�.

Again, the minimum corresponds to the state before the cou-
pling �which, as before, is now an unstable state�, and we see
that T


initial�T

final. Thus, the final and initial temperatures can

again be different �note that this difference is a thermody-
namic effect that will still be observed in the limit N→�, in
contrast to the mechanical effect due to the phase coupling
mentioned before�. However, the actual temperature change
is very small and, as mentioned above, the effects due to
finite N are relatively large, making it difficult to observe in
the simulations �25�.

We now consider the dynamics of this generalized Ising
model. For this, we apply the microcanonical Monte Carlo
dynamics introduced by Creutz �26�. We choose for the
full system the Hamiltonian H=H1+H2+Hint, where
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FIG. 5. �Color online� Total entropy per particle �from �17��,
s�� ,�1�, for the coupled systems canonical �black curve� and micro-
canonical �gray �red� curve�, the dotted line indicates the value of
energy density before coupling, for identical systems with negative
specific heat. The values of the parameters are K1=K2=−0.178, �
=0.555 97.
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H�=1,2� is given by Eq. �10� each with parameters �J

=1,K ,N�, and for Hint we choose the coupling defined by

Hint = − � �
i,j=1

Nint

Si
1Sj

2, �11�

where Si
 is the spin i of the system . The temporal evolu-

tion of the energies per particle and the magnetizations after
having turned on the interaction and letting the compound
system equilibrate are shown in Fig. 7. Note the similarity
with the results obtained for the HMF model above: again
the two systems settle at two different values of the magne-
tization, and again the systems change from one phase to the
other as time proceeds. We can see that the values of the

variables are close to those predicted by the theory, which
are �

1
*=−0.267, �

2
*=−0.233, m

1
*=0.425, and m

2
*=0 �though

finite-size effects are still expected to exist�.
Further, we have verified that the switching behavior be-

tween the two phases is consistent with a process overcom-
ing the entropic barrier that separates the symmetric equilib-
rium states. More specifically, if we assume that the process
is activated, the mean switching time ��N� can be expected to
increase exponentially with N, according to an expression of
the form

��N� = const exp�N�s� , �12�

where �s is the height of the entropy barrier separating the
two maxima and the prefactor depends in a complex manner
on the details of the dynamics. Note that the entropies at the
beginning and at the end of the switching process are equal.
However, in the process of going from one state to the other,
the system must necessarily go through the unstable symmet-
ric state. We may therefore set �s=s�� ,�

1
*�−s�� ,��. From

the last two equations it follows that ln ��N� grows linearly
with N with a slope �s. The measured values of ��N� are
presented in Fig. 8, where we show ��N� vs N1, �note that
N=2N1� in a linear-log plot obtained from numerical simu-
lations. A fit to the first five data points yields a slope �
�0.000 611, which is consistent with twice the size of the
entropy barrier that appears in the curve of the entropy per
particle shown in Fig. 6, which has the value �0.000 626. It
is worth mentioning that the last points, corresponding to the
largest values of N, appear to be too low. We have no expla-
nation for this fact except that it may be due to poor statistics
since switching events in such large systems are few and far
apart.
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FIG. 6. �Color online� �Left� Total microcanonical �gray �red�
curve� and canonical �black curve� entropy s�� ,�1� for the coupled
identical systems with negative specific heat for the Ising model
with long- and short-range interactions, obtained using Eq. �10�.
The dotted line indicates the value of energy density before cou-
pling. �Right� T


1 �full line� and T

2 �dashed line� vs �1. The values

of the parameters are J1=J2=1,K1=K2=−0.35,�=−0.25.
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FIG. 7. �Color online� Temporal evolution of energy per particle
�top� and magnetization �bottom� of system 1 �black curves� and
system 2 �gray �red� curves� for the Ising model with long- and
short-range interactions. The values of parameters are K1=K2=
−0.35, N1=N2=10 000, �=0.1, Nint=10, �1

o=�2
o=−0.25.
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FIG. 8. �Color online� �Linear-Log� Mean switching time �,
obtained by numerical simulations �black dots� for the Ising model
with long- and short-range interactions using the microcanonical
Monte Carlo method. The dashed gray �red� line corresponds to an
exponential with the theoretical slope. The parameters are the same
as in Fig. 7.
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Until now we have only considered a symmetric setup in
which the two systems are identical, but the zeroth law ap-
plies to any systems with the same intensive parameters, thus
it is interesting to study the asymmetric case. For this we
considered two generalized Ising systems, both with the
same intensive parameters, but one larger than the other. The
function s�� ,�1� is shown in Fig. 9, and now it is not a
symmetric function as is clearly seen in the figure. The figure
exhibits two maxima: a local one and the other, which is a
global maximum. The largest system always evolves to the
larger energy and its magnetization decays to zero; the other
system decreases its energy and its magnetization increases.
This can be understood because the major contribution to the
total entropy comes from the larger system, and if its energy
increases its entropy increases too. This change of entropy
will be larger than that obtained if the small system would
increase its energy. For the dynamics we apply Creutz’s al-
gorithm for this setup; the results are shown in Fig. 10. After
a short transient, the systems evolve to the configuration cor-
responding to the total entropy maximum, theoretically char-
acterized by �

1
*�−0.233, �

2
*�−0.284, m

1
*=0, and m

2
*

�0.505. We can see that the values obtained by the numeri-
cal simulations are indeed near to these values predicted by
the theory. These results reinforce our expectations about the
generality of the behavior of the systems with negative spe-
cific heat in contact with other similar systems.

V. USING THERMOMETERS

We now show that it is possible to use a third small sys-
tem as a “thermometer” to measure the temperature of our
negative specific-heat systems before we put them in contact.
The point is that we can actually check that our systems are

initially in equilibrium with the thermometer, and yet they
will not be in proper equilibrium between them. Of course
there is a proviso: the thermometer must be small in a way
that will soon be clear, otherwise the thermometer can act as
a heat bath driving our systems out of the microcanonical
ensemble.

We use the approach of the previous section. Clearly, if
we have two different systems with energies and number of
particles �E1 ,N1� and �E2 ,N2�, and we put them in thermal
contact while keeping the full system isolated, then the total
energy will be Etotal=E1+E2 �where we have neglected the
interaction energy�. For definiteness, in what follows, system
2 will be our “thermometer,” which we will assume to be a
one-dimensional ideal gas, and system 1 will be either of the
negative specific-heat systems discussed previously. We can
also define the parameter x=

N2

N1+N2
, the relative size of system

2, in terms of which the total entropy per particle can be
expressed as

s��1,�2� = �1 − x�s

1 ��1� + xs


2 ��2� , �13�

where s

 and � are the entropy and energy per particle of

each system �=1,2�. However, we have the restriction �1
−x��1+x�2=�=Etotal / �N1+N2�; i.e., � is the total energy per
particle of the combined system. Then, the equilibrium state
will be such that the total entropy will be maximum, i.e.,

s��� = max
�1

	�1 − x�s

1 ��1� + xs


2�� − �1 − x��1

x
�
 . �14�

From this, of course, we obtain the equilibrium condition
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FIG. 9. �Color online� Total microcanonical �gray �red� curve�
and canonical �black curve� entropy per particle s�� ,�1� for the
coupled systems with negative specific heat for the Ising model
with long- and short-range interactions in the asymmetric setup.
The dotted line indicates the value of energy density before cou-
pling. Both systems have the same values of their intensive param-
eters before the coupling. The values of the parameters are J1=J2

=1, K1=K2=−0.35, �=−0.25, N2 /N1=0.5.
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FIG. 10. �Color online� Temporal evolution of energy per par-
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short-range interactions in the asymmetric setup. The values of pa-
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T1��1� = T2�� − �1 − x��1

x
� , �15�

where T1,2 are the respective temperatures of each system.
Since we are using an ideal gas as a thermometer, its entropy
per particle is given by

s

2 ��� =

3

2
+

1

2
ln�4��� , �16�

so

T2��2� = 2�2 �17�

and Eq. �15� becomes

T1��1� = 2
� − �1 − x��1

x
. �18�

This equation can be analyzed graphically by looking at the
points where the caloric curve T1��1� �see Figs. 1 and 6�
intersects with the straight line defined on the RHS of Eq.
�18�. If x is small, i.e., the thermometer is small, the slope
m= �1−x� /x of the straight line is large and it intersects
T1��1� at only one point, which can be anywhere; in particu-
lar, it can be in the region of negative specific-heat. How-
ever, as x grows, the line becomes horizontal and it can in-
tersect T1��1� at three points, corresponding to three extrema
of the total entropy. In such cases, the central point will be in
the negative specific-heat region, but the other two solutions
will be in the regions of positive specific heat, which are
“stable.” Thus, the ideal gas thermometer must be small

enough to ensure that there is only one intersection point,
and if this is the case, the thermometer can indeed be in
equilibrium �at the same temperature� with the systems with
negative specific heat, even when these are not in stable
equilibrium with each other. We therefore obtain an actual
contradiction to the commonly given statement of the zeroth
law, namely that if system 1 is in thermal equilibrium with
system 2 and further system 2 is in thermal equilibrium with
system 3, then system 1 is in thermal equilibrium with sys-
tem 3.

VI. CONCLUSIONS

We have shown that for systems with negative specific
heat, having the same intensive parameters does not guaran-
tee that the systems are in equilibrium with each other, which
violates the zeroth law of thermodynamics. What we observe
is that when two similar systems with negative specific heat
are weakly coupled to each other, the final equilibrium is
such that the temperature is, of course, the same in both
systems, but that it can be different from the initial tempera-
ture. Moreover, in agreement with other studies, two phases
appear in the combined system. This behavior was found in
two different models that show negative specific heat, and it
is expected to be a general behavior for these kinds of sys-
tems.
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